REACHING CONSENSUS THROUGH SIMULTANEOUS BARGAINING∗
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ABSTRACT. We design a two-player bargaining game where players simultaneously propose sets of lotteries. If the two proposals have elements in common, the outcome is selected randomly among these “consensual” lotteries. Otherwise, it is selected randomly among all the lotteries proposed by the players. We first show that this game always admits an equilibrium in pure and sincere strategies. We then prove that any equilibrium must be individually rational and consensual, in the sense that both players approve some common set of lotteries. Refining classical rationality by partial honesty leads players to reveal their true preferences in any best response and ensures that any equilibrium is efficient.

1. INTRODUCTION

Two players have to reach an agreement on which common project they should undertake. Given that they differ on their private preferences over the different projects, which outcome will they choose if both players are rational?

As argued by Osborne and Rubinstein (1990) among others, economists tend to think that this outcome should be, at least, Pareto optimal and individually rational: there should be no other outcome that they both prefer, and the outcome should not be worse than disagreement.1 In this work, we build a specific model of simultaneous bargaining that leads, under weak behavioral conditions (namely partial honesty), to a set of equilibrium outcomes which is a subset of the individually rational and Pareto efficient outcomes.
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1 However, it is more difficult to predict the precise outcome. While it can be argued that it depends on the player’s bargaining skills, Rubinstein (1982)’s seminal contribution shows how this outcome depends on the players’ discount factor in a dynamic setting. Note that in our model, bargaining occurs in a one-shot fashion so that the players have no preferences over time.
This model, which we call Approval Bargaining, assumes complete information of expected utility maximizer players. These Players simultaneously and independently select their “approved” set, which is a set of lotteries over the alternatives. We allow as an approved set any finite union of compact and convex subsets of the simplex. Using convex sets has the technical advantage that the uniform probability on the union or intersection of two convex sets is well-defined. This is precisely what we need for the model. The a priori restriction to compact sets is made for technical reasons but does not clash with intuition: if a player approves a converging sequence of lotteries, it seems reasonable to approve its limit.

The outcome of the Approval bargaining just depends on the approved sets. If the two approved sets have elements in common, one restricts attention to this intersection, and the outcome is selected randomly among these “consensual” lotteries. Otherwise, if the two approved sets are disjoint, the outcome is selected randomly among these “non-consensual” lotteries. This game is based on approval voting since it borrows its flexibility from this voting rule. Under the Approval voting rule, players select a subset of the alternatives; here we focus in a framework where the lotteries, rather than the alternatives, are the approved objects, and we only have two “voters”. Standard references for Approval Voting are Brams and Fishburn (1983) and Laslier and Sanver (2010); see Núñez and Laslier (2014) for an analysis of the two-voter case.

How should a player behave in the Approval Bargaining game? Before setting the precise model and moving to the formal analysis, it may be useful to informally state the following two observations.

The first observation is that there is a strong incentive to approve of a relatively large set (i.e. a full-dimensional one), for the following reason. In case there are no “consensual” lotteries, that is no lotteries approved by both players, the outcome will be chosen uniformly in the union of the approved sets. This is equivalent to choosing the outcome in two steps: first choose one of the players, with a probability proportional to the relative size of his approved set, then choose uniformly in this approved set. As an extreme example suppose that Player 1 approve all the lotteries in a ball of radius $\varepsilon$ around one particular point in the simplex. Even though this set might be small if $\varepsilon$ is close to zero, it is full-dimensional. Now suppose that player 2 approves a set of lower dimension, for instance a finite set of points or a line. Then the uniform probability on the union of these two sets gives zero weight to player 2’s approved set. Following a similar reasoning, one can prove that in equilibrium, both players must use full-dimensional strategies.
The second observation focuses on a rather natural way of playing this game. As previously argued, Players must use full-dimensional strategies in equilibrium. Among these strategies, it seems quite intuitive for a player to approve all the lotteries that give him at least some utility level. This amounts to say that the Player selects as an approved set the intersection of the simplex $\Delta$ with a half-space: \( \{ p \in \Delta | u \cdot p \geq v \} \) where $u$ denotes his Bernoulli utility function and $v$ represents the minimal level of utility of the approved lotteries. When playing this strategy, the Player reveals the “true” level of satisfaction that she would derive from each pure alternative (vector $u$). Moreover, the threshold $v$ has no true value since it represents how demanding the player is. We refer to this sort of strategy as sincere following the common definition of sincerity in the approval voting literature. Of course the player, for strategic reasons, may wish to lie about his preferences and submit other Bernoulli weights or to choose approved sets which do not have the form of a half space. Nevertheless, we show that there is an incentive for a player to use a sincere strategy in the following sense: for every strategy of her opponent, there is a sincere best response.

Building on the previous remarks, we prove that the Approval bargaining game satisfies the following features.

Existence of Pure Strategy Equilibrium: Every game admits an equilibrium in sincere and pure strategies. Note that the Approval Bargaining is discontinuous so that standard existence results do not apply. The proof is constructive since the equilibrium is obtained as the limit of a sequence of equilibria of finite games. It is based on the existence of pure strategy equilibrium in a two-player finite Approval voting game (Núñez and Laslier (2014)).

Best Responses: A player has a sincere best response for any strategy of his opponent. In other words, she has a weak incentive to play a half-space of the simplex \( \{ p \in \Delta | u \cdot p \geq v \} \) where $u$ corresponds to his true utility vector.

Individual Rationality: A player obtains at least the average outcome over the whole simplex in every equilibrium.

Consensual: Every equilibrium must be consensual, so that both players announce some common lottery. Note that this consensus occurs in equilibrium and depends on the players’ beliefs on the consequences on not reaching the agreement. As pointed out by Baron and Ferejohn (1989), “bilateral exchange requires unanimous consent for an outcome, and this requirement gives each party veto power that is reflected in the equilibrium outcomes”. This veto
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2 See Merill and Nagel (1987), Brams (2008), and Núñez (2014) for works dealing with sincerity under Approval voting.
power is absent from our model; see Banks and Duggan (2000) for related bargaining models with complete information.

Welfare and Partial Honesty: Every game admits at least one ex-ante and ex-post Pareto efficient equilibrium. However, there exist Pareto inefficient equilibria whenever the players use insincere strategies. This inefficiency vanishes if we assume that both players are partially honest.\(^3\) Every equilibrium of the game with partially honest players is ex-ante and ex-post Pareto efficient. Moreover, in this restricted game, we derive a characterization of equilibrium outcomes. The characterization is particularly simple: the utilities that each player gets in equilibrium belong to a unique interval.

This work is structured as follows: after a discussing an example and stating a quick review of the literature, Section 2 presents the model and Section 3 describes the players’ best responses. Section 4 discusses the game when preferences are unanimous. Finally Sections 5 describes the different properties of the equilibrium outcomes and Section 6 focuses on partial honesty. Appendix A builds the equilibrium in sincere strategies.

1.1. An Example: Approval Bargaining. In order to clarify ideas, we now discuss a simple example which illustrates how this game is played with half-space strategies with just three alternatives (see Figure 1). We do not specify the players’ preferences since this is irrelevant for the example. Let \(s\) denote the strategy of player 2 that approves all the lotteries located to the east of this indifference curve. In the left simplex, two consensual strategies for Player 1, \(t_1\) and \(t_2\), are depicted. Both strategies approve all the lotteries to the north of the indifference curve. Observe that both strategies lead to the outcome \(p\) since it is the unique intersection with strategy \(s\). This shows that, Player 1 is indifferent between his consensual strategies \(t_1\) and \(t_2\) and any strategy that exhibits the same intersection with \(s\). As mentioned in the introduction, any equilibrium must be consensual so that there always is a non-empty intersection in equilibrium. Note that the intersection consists of just one point in the 2-dimensional simplex (with just three alternatives). In the \(K-1\)-dimensional simplex, the intersection in equilibrium must have dimension \(K-2\).

In the right simplex, we represent two different non-consensual strategies against \(s\): \(t_3\) and \(t_4\). These strategies approve all the lotteries located to the north of the indifference curve. Their outcomes corresponding to \(t_3\) and \(t_4\) are respectively \(q\) and \(r\) since they represent the barycenter to \(t_3 \cup s\) and \(t_4 \cup s\). The Figure makes clear that the game might exhibit strong discontinuities when

\(^3\) A partial honest player has a mild preference for sincerity. Such a player behaves strategically unless she is indifferent between lying and being sincere; in this case, she prefers to be sincere (see Dutta and Sen (2012)).
one player goes from a sequence of non-consensual strategies to a consensual one. Furthermore, note that a Player is not, in general, indifferent between playing two consensual strategies since the barycenter will continuously vary (whereas this is not the case with consensual strategies).

1.2. Review of the literature. The strategic bargaining literature is vast and we do not attempt here to give a full review. Moreover, almost all models focus on a dynamic approach whereas ours deals with simultaneous offers (see Serrano (2008) for an excellent review). We simply describe the three works which seem to be more closely related to our contribution.

Our model presents some similarities with Nash (1953) demand game. In this game, two players make simultaneous demands and each one receives the payoff she requests if both payoffs are jointly feasible and nothing otherwise. Our model is more complex since our strategies are multidimensional and they embed an offer (the best payoff the opponent can get by playing a consensual best response) and a threat (the best payoff the opponent can get by playing a non-consensual best response). In a somewhat related literature, Dutta and Sen (1991) study conditions for implementation in pure strategies with two players. They prove that one can implement, using the integer game, the set of Pareto efficient and individually rational lotteries. The current bargaining game has hence related properties while being a much simpler device than the integer game. Finally, compared to the simpler analysis of Núñez and Laslier (2014) that focus on bargaining through Approval voting, we obtain two important differences. The first one is that our bargaining over lotteries...
leads to a consensual outcome in every pure strategy equilibrium, whereas under Approval non-consensual outcomes might exist. The second one is a consequence of consensus: any equilibrium outcome must be Pareto Efficient under our bargaining Game whereas, again, this need not be the case under Approval.

2. The Game

Consider two players indexed by \( i = 1, 2 \) and a finite set of alternatives \( X \equiv \{x_1, x_2, ..., x_K\} \) with at least two elements. Each Player \( i \) is endowed with a Bernoulli utility function \( u_i \in \mathbb{R}^X \). To only consider interesting cases we assume that a Player’s best and a worst alternative are associated to different utility levels. Let \( \Delta \equiv \{p \in \mathbb{R}_+^K \mid \sum p_i = 1\} \) denote the probability simplex over \( X \). Furthermore, we identify an alternative \( x \in X \) with the degenerate lottery that assigns probability one to \( x \). Let \( U_i : \Delta \to \mathbb{R} \) be Player \( i \)'s corresponding expected utility function.

As mentioned in the Introduction, a strategy for Player \( i \) is a subset of lotteries in \( \Delta \) that the player approves. If the strategies played by the two players have a nonempty intersection then the outcome of the game is decided by the uniform probability measure over the intersection. If otherwise the strategies do not intersect then the outcome is the realization the uniform probability measure over the union. Therefore, we cannot allow players to play “exotic” subsets of \( \Delta \) where the uniform probability measure cannot be defined.\(^4\)

We let \( S \) be the collection of all sets that can be written as the finite union of (not necessarily disjoint) convex and closed (thus compact and Lebesgue measurable) subsets of \( \Delta \). The collection of sets \( S \) is closed under finite union and finite intersection.\(^5\) Lemma 1 below shows that if \( S \) is the strategy space of both players then the game is well-defined.\(^6\)

We give two examples of strategies \( s_i \in S \).

**Example 1** (Approving alternatives). Player \( i \) can choose a strategy \( s_i \in S \) that approves a subset of the set of alternatives, that is, some \( s_i \subseteq X \). Any
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\(^4\) Not every compact metric space admits a uniform probability measure (see Dembski 1990).

\(^5\) Let \( A, B \in S \). If \( A \cap B \neq \emptyset \) then this intersection can also be written as the finite union of closed and convex subsets of \( \Delta \) because the intersection of two closed and convex sets is also closed and convex. If \( A \cap B = \emptyset \) the same is also true because the empty set is already closed and convex.

\(^6\) For the model to be well-defined we need that the pairwise union and intersection of any two strategies admit a uniform distribution. Our restriction of the strategy space is sufficient, but it is not the largest collection of subsets of \( \Delta \) satisfying this property.
such set $s_i$ can be expressed as a finite union of singletons and, therefore, it is compact and convex. Note that these strategies coincide with those allowed under standard Approval voting.

**Example 2** (Approving a half space). Player $i$ can choose a strategy $s_i \in S$ that contains every lottery that, for some utility function $\hat{u}_i$, gives at least some level of expected utility. For example, if $s_i = \{ p \in \Delta \mid \hat{u}_i \cdot p \geq v \}$ for some $v \in \mathbb{R}$ and $\hat{u}_i$ coincides with Player $i$'s true utility function, then she approves every lottery in the corresponding upper contour set associated with the utility level $v$.

A particular case of the strategies given in Example 2 is the collection of *sincere strategies*. Following the literature on approval voting, see Brams and Fishburn (1983), we say that a strategy of Player $i$ that approves every lottery that gives him a utility above some certain threshold is sincere.

**Definition 1** (Sincerity). A strategy $s_i \in S$ is sincere for Player $i$ if

$$ p \in s_i \text{ and } U_i(q) \geq U_i(p) \text{ implies } q \in s_i. $$

Given a convex subset $A \subset \Delta$, its affine hull $\text{aff}(A)$ is the smallest affine set containing $A$. The dimension of a nonempty convex subset $A$, denoted by $\dim(A)$, is the dimension of its affine hull. The dimension of a finite union of convex sets $\bigcup_{z \in Z} A_z$ is equal to $\max_{z \in Z} \dim(A_z)$ (see Rockafellar, 1997). Let $\lambda_n$ be the Lebesgue measure in $\mathbb{R}^n$. For any $n$-dimensional set $A \in S$, the uniform measure with support $A$ is given by $\mu(\cdot \mid A) = \lambda_n(\cdot) / \lambda_n(A)$. Hence, the barycenter $b(A)$ of $A$ is

$$ b(A) \equiv \int_A p \, d\mu(\cdot \mid A). $$

Since we work in the probability simplex over $X$, we will often refer to $\lambda_{K-1}$. For simplicity, we simply write $\lambda$ instead of $\lambda_{K-1}$.

Given a strategy profile $s = (s_1, s_2) \in S$, the winning set, to be denoted $s_1 \otimes s_2$, is equal to:

$$ s_1 \otimes s_2 \equiv \begin{cases} s_1 \cap s_2 & \text{if } s_1 \cap s_2 \neq \emptyset, \\ s_1 \cup s_2 & \text{otherwise}. \end{cases} $$

If $s_1 \cap s_2 \neq \emptyset$ then the strategy profile $s$ is *consensual*. If otherwise $s_1 \cap s_2 = \emptyset$ then the strategy profile $s$ is *non-consensual*. Ties are broken randomly so that, given the strategy profile $s = (s_1, s_2)$, the expected outcome is $b(s_1 \otimes s_2)$.

The rules described above define the simultaneous game $\Phi = (S, S, u_1, u_2)$. With abuse of notation, for any $A \in S$, we write $U_i(A)$ instead of $U_i(b(A))$. The following lemma implies that the game $\Phi$ is well defined.
Lemma 1. For any \((s_1, s_2) \in S\), the point \(b(s_1 \otimes s_2)\) always exists and belongs to \(\Delta\).

Proof. We already argued that \(S\) is closed under finite union and finite intersection. Furthermore, any \(A \in S\) has a well defined dimension so that, for any strategy profile \((s_1, s_2)\), the measure \(\mu(\cdot \mid s_1 \otimes s_2)\) is well defined. Finally, since the convex hull of the support of \(\mu(\cdot \mid s_1 \otimes s_2)\) is always a subset of \(\Delta\) we have \(b(s_1 \otimes s_2) \in \Delta\). \(\square\)

Definition 2 (Equilibrium). A strategy profile \(s = (s_1, s_2)\) is an equilibrium if, for every Player \(i\) and every \(s'_i \in S\), we have \(U_i(s_i \otimes s_{-i}) \geq U_i(s'_i \otimes s_{-i})\).

3. Best Response Analysis

Player \(i\)'s set of best responses against strategy \(s_j \in S\) is

\[
BR_i(s_j) \equiv \arg\max_{s_i \in S} U_i(s_i \otimes s_j),
\]

7 Hereinafter, once we introduce Player \(i\) we let Player \(j\) be the other player so that \(i \neq j\).

Given the rules of the game, a best-response \(s_i \in BR_i(s_j)\) can either be consensual (if \(s_i \cap s_j \neq \emptyset\)) or non-consensual (if \(s_i \cap s_j = \emptyset\)). We begin analyzing consensual best responses to \(s_j\). That is, those \(s_i \in BR_i(s_j)\) that satisfy \(s_i \cap s_j \neq \emptyset\). These strategies can be thought of as “accepting” a subset of lotteries offered in \(s_j\). Hence, in a consensual best response, Player \(i\) should “accept” only her most preferred lotteries in \(s_j\). This implies that every accepted lottery must lead to the same utility level and that, therefore, the set of accepted lotteries has zero \(\lambda\)-measure. 8

For any strategy \(s_j \in S\), we let \(T_i(s_j) \equiv \arg\max_{p \in s_j} U_i(p)\) denote the set of most preferred lotteries by Player \(i\) in \(s_j\).

Lemma 2. Let \(s_i \in S\) be a consensual best-response to strategy \(s_j \in S\). Then

\[
\mu(s_i \cap T_i(s_j) \mid s_i \cap s_j) = 1.
\]

Proof. Assume by contradiction that there is some consensual best-response \(s_i\) to \(s_j\) with \(\mu(s_i \cap T_i(s_j) \mid s_i \cap s_j) < 1\). Note that any \(p \in s_i \cap T_i(s_j)\) satisfies \(U_i(p) = \tilde{V}_i\) whereas \(U_i(p) < \tilde{V}_i\) for any \(p \in s_i \setminus T_i(s_j)\). Then,

\[
U_i(s_i \cap s_j) = \int_{s_i \cap s_j} U_i(p) d\mu(p \mid s_i \cap s_j)
\]

\[
= \int_{s_i \cap T_i(s_j)} U_i(p) d\mu(p \mid s_i \cap s_j) + \int_{s_i \cap (s_j \setminus T_i(s_j))} U_i(p) d\mu(p \mid s_i \cap s_j)
\]

\[
= \tilde{V}_i \mu(s_i \cap T_i(s_j) \mid s_i \cap s_j) + \int_{s_i \cap (s_j \setminus T_i(s_j))} U_i(p) d\mu(p \mid s_i \cap s_j).
\]

8 Recall that we assumed that each players has a worst and a best alternatives so that indifference curves are lower-dimensional hyperplanes.
Since \( \mu(s_i \cap T_i(s_j) \mid s_i \cap s_j) < 1 \) and \( U_i(p) < \bar{V}_i \) for any \( p \in s_i \setminus T_i(s_j) \), it follows that \( U_i(s_i \cap s_j) < \bar{V}_i = U_i(T_i(s_j) \cap s_j) \). Therefore, \( s_i \) is not a consensual best response to \( s_j \) which provides the desired contradiction.

Even if there is no best response that is consensual, there always is a best consensual response. Indeed, no other consensual response to \( s_j \) does better than the consensual response \( T_i(s_j) \). The same property does not hold for non-consensual responses. The next example shows a situation where not only does Player 1 not have a best non-consensual response but also she does not have a best response overall.

**Example 3.** Let players 1 and 2 have strict preferences and let \( x_1 \) be Players 1’s most preferred alternative. Take Player 2’s strategy to be \( s_2 = \{x_2\} \) so that \( \lambda(s_2) = 0 \).

Any consensual best response to \( s_2 \) by Player 1 includes \( x_2 \) and, hence, generates utility level \( u_1(x_2) \). As far as non-consensual responses are concerned, for any \( \varepsilon > 0 \) small enough, the sincere strategy \( s_1^\varepsilon = \{p \in \Delta \mid U_1(p) \geq u_1(x_1) - \varepsilon\} \) generates expected utility

\[
U_1(s_1^\varepsilon \otimes s_2) = U_1(s_1^\varepsilon \cup s_2) = U_1(s_1^\varepsilon),
\]

where the last equality follows from \( \lambda(s_2) = 0 \). Hence, \( U_1(s_1^\varepsilon) \) gets arbitrarily close to \( u_1(x_1) \) as \( \varepsilon \) decreases. When \( \varepsilon = 0 \), the strategy \( s_1^0 \) collapses to \( \{x_1\} \) so that \( U_1(s_1^0 \otimes s_2) = \frac{1}{2}u_1(x_1) + \frac{1}{2}u_1(x_2) < U_1(s_1^\varepsilon \otimes s_2) \) for any \( \varepsilon > 0 \) small enough. Therefore, Player 1 has no best response to \( s_2 \).

In the example, it is critical that Player 2 is playing a lower-dimensional strategy. We will later prove that if \( s_j \) is a full-dimensional strategy then Player \( i \) always has a best response against \( s_j \). In the meantime, we simply show that if \( s_j \) is full-dimensional and \( s_i \) happens to be a non-consensual best response against \( s_j \) then \( s_i \) approves every lottery that Player \( i \) prefers to the expected outcome of the strategy profile \((s_i, s_j)\). For any pair of strategies \( s_i \in S \) and \( s_j \in S \), let \( R_i(s_i, s_j) = \{p \in \Delta \mid U_i(p) \geq U_i(s_i \cup s_j)\} \) be the set of lotteries Player \( i \) prefers to \( b(s_i \cup s_j) \).

**Lemma 3.** Let \( s_j \in S \) be a full-dimensional strategy and let \( s_i \in S \) be a non-consensual best-response to \( s_j \). Then

\[
R_i(s_i, s_j) \subseteq s_i \text{ and } \mu(R_i(s_i, s_j) \mid s_i) = 1.
\]

**Proof.** We first prove that if \( s_i \) is a non-consensual best response to \( s_j \) then \( R_i(s_i, s_j) \) is a subset of \( s_i \). The set \( R_i(s_i, s_j) \) coincides with the closure of its interior and \( s_i \) is a closed set, so it is enough to prove that every point \( p \in \text{int}(R_i(s_i, s_j)) \) belongs to \( s_i \). Assume to the contrary that \( p \notin s_i \). In that case,
there is a closed ball $B$ centred at $p$ such that $B \subset \text{int}(R_i(s_i,s_j))$ and $B \cap s_i = \emptyset$. Note that $U_i(B) > U_i(s_i \cup s_j)$ and that, consequently, $B \cap s_j = \emptyset$ because otherwise $B$ would be a better response to $s_j$ than $s_i$.

Now consider the expected utility of $s_i \cup B$ against strategy $s_j$ which is equal to:

$$U_i(s_i \cup B, s_j) = \frac{1}{\lambda(s_i \cup B \cup s_j)} \left[ \int_{s_i} U_i(p) d\lambda + \int_B U_i(p) d\lambda + \int_{s_j} U_i(p) d\lambda \right]$$

$$= \frac{\lambda(s_i \cup B \cup s_j)}{\lambda(s_i \cup B \cup s_j)} U_i(s_i \cup s_j) + \frac{1}{\lambda(s_i \cup B \cup s_j)} \int_B U_i(p) d\lambda$$

$$> \frac{\lambda(s_i \cup B \cup s_j)}{\lambda(s_i \cup B \cup s_j)} U_i(s_i \cup s_j) + \frac{\lambda(B)}{\lambda(s_i \cup B \cup s_j)} U_i(s_i \cup s_j)$$

$$= U_i(s_i \cup s_j),$$

where the strict inequality follows from $U_i(B) > U_i(s_i \cup s_j)$. Therefore, $s_i$ is not a best response to $s_j$ providing the desired contradiction.

We now prove that $\mu(R_i(s_i,s_j) \mid s_i) = 1$. Suppose otherwise that the set $A = s_i \setminus R_i(s_i,s_j)$ has positive measure. Note that the definition of $R_i(s_i,s_j)$ implies that $U_i(A) < U_i(s_i \cup s_j)$. Let $s_i' \equiv R_i(s_i,s_j)$. Then,

$$U_i(s_i \cup s_j) = U_i(s_i' \cup A, s_j) = \frac{\lambda(s_i' \cup s_j)}{\lambda(s_i' \cup A \cup s_j)} U_i(s_i' \cup s_j) + \frac{1}{\lambda(s_i' \cup A \cup s_j)} \int_A U_i(p) d\lambda$$

$$< \frac{\lambda(s_i' \cup s_j)}{\lambda(s_i' \cup A \cup s_j)} U_i(s_i' \cup s_j) + \frac{\lambda(A)}{\lambda(s_i' \cup A \cup s_j)} U_i(s_i' \cup s_j)$$

$$= U_i(s_i' \cup s_j).$$

Thus, $s_i$ is not a best response against $s_j$, which provides the desired contradiction and concludes the proof.

A consequence of the description of best responses given in Lemmas 2 and 3 is that players have a weak incentive to use sincere strategies, that is, to approve the set of lotteries that give her at least some utility level (see Definition 1).

**Corollary 1.** If the set of best responses is non-empty then it always includes a sincere strategy.

*Proof.* If Player $i$’s has a consensual best response to $s_j$ then, by Lemma 2 the strategy $\{p \in \Delta \mid U_i(p) \geq U_i(q) \text{ for any } q \in T_i(s_j)\}$ is a sincere best response to $s_j$. On the other hand, if Player $i$ has a non-consensual best response to $s_j$ then by Lemma 3 the strategy $s_i$ that satisfies $s_i = R_i(s_i, s_j)$ is also a sincere best response to $s_j$. 

A second consequence of the description of best responses is the following.
Corollary 2. The set of best responses cannot include both consensual and non-consensual strategies.

Proof. Assume that Player $i$’s set of best responses to $s_j$ contains both consensual and non-consensual strategies. Due to the same argument as in the proof of the previous corollary, the strategy \( \{ p \in \Delta \mid U_i(p) \geq U_i(q) \} \) for any \( q \in T_i(s_j) \) and the strategy $s_i$ that satisfies $s_i = \{ p \in \Delta \mid U_i(p) \geq U_i(s_i \cup s_j) \}$ are also best responses to $s_j$. However, both of them must lead to the same utility level so that $U_i(s_i \cup s_j) = U_i(q)$ for any $q \in T_i(s_j)$. In other words, they are both the same strategy. Such a strategy either intersects with $s_j$ or it does not. In the first case, the set of best responses against $s_j$ contains only consensual responses to $s_j$ and, in the second case, it contains only non-consensual responses. \( \square \)

We conclude this section by proving that players always have a best response against a full-dimensional strategy. To facilitate the analysis, for every strategy profile $(s_i, s_j)$ and each Player $i$ we define the function

\[
V_i(s_i, s_j) = \frac{\lambda(s_i)}{\lambda(s_i) + \lambda(s_j)} U_i(s_i) + \frac{\lambda(s_j)}{\lambda(s_i) + \lambda(s_j)} U_i(s_j).
\]

In particular, $V_i(s_i, s_j) = U_i(s_i \otimes s_j) = U_i(s_i \cup s_j)$ whenever $s_i \cap s_j = \emptyset$. A similar argument to the one used in the proof of Lemma 3 shows that, for every full-dimensional strategy $s_j$, the unique sincere strategy that maximizes $V_i(\cdot, s_j)$ is the strategy $s_i$ that satisfies:

\[
s_i = \{ p \in \Delta \mid U_i(p) \geq V_i(s_i \cup s_j) \}.
\]

The next lemma describes the conditions under which the best responses to a full-dimensional strategy are either consensual or non-consensual.

Lemma 4. Let $s_j \in S$ be a full-dimensional strategy. Let $s_i \in S$ be the unique sincere strategy that maximizes $V_i(\cdot, s_j)$.

1. If $s_i \cap s_j \neq \emptyset$ then the Player $i$’s best response to $s_j$ is consensual.
2. If otherwise $s_i \cap s_j = \emptyset$ then Player $i$’s best response to $s_j$ is non-consensual and, moreover, $s_i$ is a best response to $s_j$.

Proof. (1) For every non-consensual response $s_i'$ to $s_j$ we have $V_i(s_i, s_j) \geq V_i(s_i', s_j) = U_i(s_i' \cup s_j)$. By definition, $s_i$ approves every lottery that gives Player $i$ a utility larger than $V_i(s_i, s_j)$. Since $s_i \cap s_j \neq \emptyset$, the strategy $s_i$ includes $T_i(s_j)$. But then, $U_i(T_i(s_j) \cap s_j) \geq V_i(s_i, s_j)$. Thus, for every non-consensual strategy $s_i'$ we find that the consensual strategy $T_i(s_j)$ satisfies $U_i(T_i(s_j) \cap s_j) \geq U_i(s_i' \cup s_j)$ and we conclude that the best response to $s_j$ is consensual.

(2) Since $s_i \cap s_j = \emptyset$ we have $U_i(s_i \cup s_j) = V_i(s_i, s_j)$. Furthermore, the fact that $s_i$ maximizes $V_i(s_i, s_j)$ implies that for every non-consensual reply $s_i'$ to
we obtain $U_i(s_i \cup s_j) \geq U_i(s'_i \cup s_j)$. Note that $s_i$ approves every lottery that Player $i$ prefers to $b(s_i \cup s_j)$. Therefore, $U_i(p) \leq U_i(s_i \cup s_j)$ for every $p \in T_i(s_j)$. This implies that for every consensual response $s''_i$ to $s_j$ we have $U_i(s_i \cup s_j) \geq U_i(s''_i \cap s_j)$. We conclude that $s_i$ is a best response to $s_j$. □

As a corollary of the lemma 4, we obtain the following result.

**Theorem 1.** If $s_j \in S$ is a full-dimensional strategy then $\text{BR}_i(s_j)$ is nonempty.

Note, however, that players may not play a full-dimensional strategy. Nonetheless, as long as players do not agree on what the best alternative is, there is some incentive to do so. In other words, if Player $i$‘s strategy $s_i$ is of lower dimension than Player $j$‘s strategy and the strategy profile $s = (s_i, s_j)$ is nonconsensual then Player $i$‘s strategy has zero measure with respect to the uniform probability measure on $s_i \cup s_j$. This implies that $s_i$ is absent when computing the outcome induced by the strategy profile so that $b(s_i \otimes s_j) = b(s_j)$.

4. **UNANIMOUS BEST ALTERNATIVE**

We start by considering the simple case where one alternative is ranked as the best one for both players. From a normative viewpoint, the game should be able to facilitate the agreement on that alternative. We establish this result in the next proposition.

For each Player $i$, the set $B_i \equiv \{ p \in \Delta \mid U_i(p) \geq U_i(q) \text{ for any } q \in \Delta \}$ is the set of Player $i$‘s most preferred lotteries. We say that players have a unanimous best alternative if $B_i \cap B_j \neq \emptyset$. In the particular case that preferences are strict then $B_i \cap B_j = \{x\}$ for some $x \in X$.

**Proposition 1.** If players have a unanimous best alternative then

1. the game has an undominated equilibrium, and
2. both players obtain their maximum utilities in any undominated equilibrium of the game.

**Proof.** To prove (1) we note that the strategy profile $(B_1, B_2)$ is an equilibrium because both players obtain their maximum possible payoff in the game. Furthermore, $B_i$ is undominated for Player $i$ because it does strictly better than any alternative strategy $s_i$ against any full dimensional strategy that intersects with $B_i$ but not with $s_i$.

To show (2) we first prove that any strategy $s_i$ is (weakly) dominated by $s'_i \equiv s_i \cup B_i$ as long as $s_i \neq s'_i$. There are three cases to consider.

1. If $s_i \cap s_j \neq \emptyset$ then $s'_i \cap s_j \neq \emptyset$ because $s_i \subset s'_i$. But $s_j \cap s'_i$ may contain lotteries that Player $i$ prefers to any lottery in $s_j \cap s_i$, so $U_i(s'_i \otimes s_j) \geq U_i(s_i \otimes s_j)$. 


(2) If $s_i \cap s_j = \emptyset$ and $s_i' \cap s_j = \emptyset$ then we also have $U_i(s_i' \otimes s_j) \geq U_i(s_i \otimes s_j)$ for the same reason as before.

(3) If $s_i \cap s_j = \emptyset$ and $s_i' \cap s_j \neq \emptyset$ then $(s_i' \cap s_j) \subset (s_i \cup s_j)$. Furthermore, any lottery $q \in s_i \cup s_j$ such that $q \notin s_i' \cap s_j$ satisfies $U_i(q) < U_i(p)$ for any $p \in B_i$. Hence $U_i(s_i' \otimes s_j) \geq U_i(s_i \otimes s_j)$.

It follows that every undominated strategy of Player $i$ contains every lottery in $B_i$.

Consider an undominated equilibrium $(s_1, s_2)$. We have $s_1 \cap s_2 \subset B_1 \cap B_2 \neq \emptyset$. If there is some positive measure set $A \subset s_1 \cap s_2$ with $U_i(q) < U_i(p)$ for any $q \in A$ and $p \in B_i$ then Player $i$ is not playing a best response. Therefore, each player obtains his maximum utility in the game. □

The only remaining task is to analyze equilibrium behavior when the two players disagree on what the best alternative is. Henceforth, for the rest of the paper we make the following assumption:

**Assumption 1.** There is no alternative that is at least as good as any other alternative by both Players. That is $B_1 \cap B_2 = \emptyset$.

5. Equilibrium Properties

The first property is that this game admits an equilibrium in sincere strategies. This result does not follow from standard existence results because of the complexity of the strategy space—it is not finitely dimensional. Additionally, utility functions are not continuous. Indeed, the outcome of the game (i.e. $b(s_1 \otimes s_2)$) “jumps” discontinuously whenever the limit of a sequence of non-consensual strategy profile is a consensual strategy profile. The proof of existence consists of approximating the game $\Phi$ using a sequence of finite two-player approval games whose set of alternatives contains the set of pure alternatives $X$ and larger and larger (finite) subsets of $\Delta(X)$. Thus, each game in this sequence is a standard Approval voting game but with two players and a richer strategy space. Each such game admits an equilibrium in pure and sincere strategies as proved by Núñez and Laslier (2014). The limit of such a sequence of sincere equilibrium strategies, appropriately extended, is an equilibrium of the game $\Phi$. The details of the proof of this result can be found in the Appendix.

**Theorem 2.** Every game $\Phi$ has an equilibrium in sincere strategies.

We turn to describing the equilibrium properties of the game.

---

9 We have not specified a topology on the strategy space. However, the informal argument that follows should be sufficiently clear.
Theorem 3. Players play full-dimensional strategies in equilibrium.

Proof: Let $s = (s_i, s_j)$ be an equilibrium and let $\bar{v}_i = \max_{p \in B_i} U_i(p)$ with $i = 1, 2$. Proceeding by contradiction, assume first that $m \equiv \max\{\dim(s_1), \dim(s_2)\} < K - 1$. Given Assumption 1 there is a Player $i$ such that $U_i(s_i \otimes s_j) < \bar{v}_i$. Let $s_i^\varepsilon$ denote the sincere strategy $s_i^\varepsilon = \{p \in \Delta \mid U_i(p) \geq \bar{v}_i - \varepsilon\}$. Note that $s_i^\varepsilon$ is a full-dimensional strategy. Moreover, when $\varepsilon$ is small enough, $s_i^\varepsilon \cap s_j = \emptyset$ because $U_i(s_i \otimes s_j) < \bar{v}_i$. Therefore, as $\varepsilon$ decreases $U_i(s_i^\varepsilon \otimes s_j)$ becomes arbitrarily close to $\bar{v}_i$. This implies that Player $i$ has a profitable deviation, proving that $(s_i, s_j)$ is not an equilibrium. Therefore $m = K - 1$.

Analogously, assume now $l \equiv \min\{\dim(s_1), \dim(s_2)\} < K - 1$. Let $\dim(s_j) < K - 1$. If $U_i(s_i \otimes s_j) < \bar{v}_i$ then, using the same definition for $s_i^\varepsilon$ as before, Player $i$ can make $U_i(s_i^\varepsilon \otimes s_j)$ be arbitrarily close to $\bar{v}_i$, proving that she does not have a best response and contradicting that $(s_i, s_j)$ be an equilibrium. If $U_i(s_i \otimes s_j) = \bar{v}_i$ then, in turn, Player $j$ is not playing a best response to $s_i$. Indeed, playing a non-consensual strategy which contains all lotteries $p$ with $U_j(p) > U_j(s_i \otimes s_j)$ strictly increases her utility. Therefore $l = K - 1$ as we wanted. \hfill \Box

In an intuitive sense, this property is related to the next equilibrium property which specifies that every equilibrium of the game is consensual. Each player plays a full-dimensional strategy in equilibrium so that her opponent does not find it profitable to deviate to a non-consensual strategy. Put differently, the outcome of any potential deviation by Player $j$ to a non-consensual strategy is less harmful to Player $i$ the “larger” the strategy that she plays is. Thus, for any equilibrium strategy $(s_1, s_2)$, the equilibrium outcome is $b(s_1 \cap s_2)$ while the threat point sustaining such an equilibrium is $b(s_1 \cup s_2)$.

Theorem 4. Every equilibrium is consensual.

Proof. Suppose by contradiction that there is a non-consensual equilibrium $(s_1, s_2)$. By Theorem 3, players play full dimensional strategies. Thus, we can use Lemma 3 to obtain both $b(s_1 \cup s_2) \in s_1$ and $b(s_1 \cup s_2) \in s_2$. But this implies $s_1 \cap s_2 \neq \emptyset$. Hence, any equilibrium must be consensual. \hfill \Box

The next property deals with the minimal utility level that a player can obtain from an ex ante viewpoint. This minimal level of utility corresponds to the utility level a player obtains from the barycenter $b(\Delta)$ of the simplex.

Theorem 5. Each Player $i$ gets at least $U_i(\Delta)$ in equilibrium.

Proof. The sincere strategy $s_i^+ \equiv \{p \in \Delta : U_i(p) \geq U_i(\Delta)\}$ guarantees a payoff of at least $U_i(\Delta)$ to Player $i$ regardless of the strategy $s_j$ played by Player $j$. This is clear if $s_i^+ \cap s_j \neq \emptyset$. In turn, if Player $j$ plays a non-consensual response
to $s^*_i$ then she plays a closed subset of $\Delta \setminus s^*_i$, that is, a (strict) subset of the set of lotteries that are less preferred than $b(\Delta)$ by Player $i$. Hence, $U_i(\Delta) = U_i(s^*_i \cup (\Delta \setminus s^*_i)) > U_i(s^*_i \cup s_j)$ for any strategy $s_j$ that satisfies $s_j \subset \Delta \setminus s^*_i$. \hfill \Box

If the Bernoulli utility functions of the players are such that $u_1 = -u_2$ up to some affine transformation of utilities then we say that the Players have opposing preferences. In this case, the game has a unique equilibrium outcome.

**Corollary 3.** If players have opposing preferences then the unique equilibrium outcome is the barycenter of the simplex $b(\Delta)$.

Corollary 3 implies that the lower-bound on equilibrium payoffs given in Theorem 5 is the highest payoff that the game can guarantee players for any utility profile. In fact, when we consider a utility profile where players have opposing preferences we can see that the same statement is true for any mechanism whose set of possible outcomes is $\Delta$.

Nonetheless, typically, the game has a continuum of Nash equilibrium outcomes. At the end of Section 6, after we characterize the set of equilibria in sincere strategies, we present an example that illustrates this fact.

### 6. Efficiency and Partial Honesty

We turn to the efficiency properties of equilibria of the game $\Phi$.

**Definition 3** (Efficiency). A lottery $p \in \Delta$ is (ex-ante) efficient if there is no $q \in \Delta$ such that $U_i(q) \geq U_i(p)$ for $i = 1, 2$ with $U_i(q) > U_i(p)$ for at least some $i$.

If a lottery is Pareto efficient then it only gives positive probability to Pareto efficient alternatives. If, say, alternative $x_1$ is Pareto dominated by alternative $x_2$ a lottery $p$ with $p_1 > 0$ is Pareto dominated by the lottery $q$ that satisfies:

- $q'_1 = 0$,
- $q'_2 = p_1 + p_2$, and
- $q'_k = p_k$ for $k = 3, \ldots, K$.

This shows that any lottery that assigns positive probability to inefficient alternatives is inefficient. If an efficient lottery is the equilibrium outcome of the game then, ex-post, players would never have a common incentive to renegotiate once the equilibrium outcome has realized into some alternative in $X$. In other words, the support of Pareto efficient lotteries only contains Pareto efficient alternatives.

Theorem 2 guarantees that the game has at least one sincere equilibrium. We now show that such an equilibrium is necessarily efficient.

**Proposition 2.** Every sincere equilibrium outcome is efficient.
Proof. Let \((s_1, s_2)\) be a sincere equilibrium strategy. Every equilibrium is consensual (Theorem 4) so \(s_1 \cap s_2 \neq \emptyset\). Lemma 2 implies that Players \(i\)'s utility level associated with the sincere strategy \(s_i\) is \(v_i = \max_{p \in s_i} U_i(p)\) and that, moreover, for every \(p \in s_1 \cap s_2\) we have \(U_i(p) = v_i\).

Suppose there is a \(q \in \Delta\) such that \(U_i(q) \geq v_i\) for \(i = 1, 2\), with strict inequality for at least one player. Then \(q\) is both in \(s_1\) and \(s_2\) because they are sincere strategies. But this contradicts our definition of \(v_i\) for at least one \(i = 1, 2\). Thus, every lottery in the winning set of a sincere every equilibrium is Pareto efficient.

However, not every equilibrium of the game is efficient. This is illustrated in the next example.

**Example 4.** In Figure 2 we represent a bargaining game with three alternatives and a sincere equilibrium \((s_1, s_2)\). The intersection of the equilibrium strategies \(s_1\) and \(s_2\) consists of only one point \(p\) and the strategies are defined by \(s_i = \{r \in \Delta : U_i(r) \geq U_i(p)\}\) for \(i = 1, 2\). The lottery \(p'\) is defined by \(p' = b(s_1 \cup s_2)\) and it is to be considered as the threat point of the equilibrium \((s_1, s_2)\). Note that either player can induce an outcome as close as they wish to the lottery \(p'\) by deviating to a sincere non-consensual strategy. But both players prefer \(p\) to \(p'\), thus confirming that \((s_1, s_2)\) is a equilibrium. Such an equilibrium is clearly efficient.

We now construct an inefficient equilibrium by first considering indifference curves associated with a slightly lower utility levels for both players. These new indifference curves cross in the lottery \(q\) in the interior of the simplex. We obtain the strategy profile \((t_1, t_2)\) inducing the consensual outcome \(q\) by
bending the indifference curves at \( q \) to obtain \( t_1 \) as the area to the north-west of the dotted line and \( t_2 \) as the area to the south-east of the dashed line. Note that no player can profitably deviate to a different consensual strategy. The new threat point \( q' = b(t_1 \cup t_2) \) is close-by to the old threat point due to a continuity argument and, therefore, no player can profitably deviate to a non-consensual strategy either. Hence \((t_1,t_2)\) is an equilibrium inducing the inefficient lottery \( q \).

In the inefficient equilibrium of the previous example, both players are indifferent between playing their insincere equilibrium strategy and some sincere strategy. The inefficient outcome arises because players coordinate in their insincere strategies. However, if we slightly depart from rationality and assume that players always play a sincere strategy whenever they have one available in their set of best responses then this sort of equilibria disappears.

This assumption is equivalent to saying that players are \textit{partially honest}, an assumption recently proposed in the implementation literature. We follow the formal definition of partial honesty given by Dutta and Sen (2012). Other definitions that are present in the literature (see among others the ones by Matsushima (2008) or Kartik and Tercieux (2012)). While not being formally equivalent, they also share the common feature of triggering a lexicographic preference for sincerity. For this reason, our results do not depend on which definition of partial honesty we adopt.

Henceforth, the set of sincere strategies for Player \( i \) is denoted by \( \mathcal{S}_i \). We denote by \( \succeq_i \) Player \( i \)'s ordering over the set of strategy profiles \( S \) when she is partially honest. Its asymmetric component is denoted by \( >_i \).

**Definition 4.** Player \( i \) is partially honest if for any two \((s_i, s_{-i}), (s'_i, s_{-i}) \in S\).

1. If \( U_i(s_i \otimes s_{-i}) \geq U_i(s'_i \otimes s_{-i}) \) and \( s_i \in \mathcal{S}_i, s'_i \notin \mathcal{S}_i \), then \((s_i, s_{-i}) >_i (s'_i, s_{-i})\).
2. In all other cases, \((s_i, s_{-i}) \succeq_i (s'_i, s_{-i})\) if and only if \( U_i(s_i \otimes s_{-i}) \geq U_i(s'_i \otimes s_{-i})\).

The first part of the definition represents the individual's partial preference for honesty. She strictly prefers the strategy profile \((s_i, s_{-i})\) to \((s'_i, s_{-i})\) when \( s_i \) is a sincere strategy and \( s'_i \) is not, provided that the outcome corresponding to \((s_i, s_{-i})\) is at least as good as the one corresponding to \((s_i, s_{-i})\). The second part of the definition implies that in every other case, the player's preference ordering over the corresponding strategy profiles is not altered.

The preference profile \((\succeq_1, \succeq_2)\) now defines a modified normal form game. We omit formal definitions for the sake of brevity. The next proposition is a trivial and important implication of Corollary 1 and Proposition 2.
Proposition 3. In the game with partially honest players, a player’s best response is sincere and every equilibrium sincere and Pareto efficient.

In other words, assuming partial honesty allows us to focus, for each Player $i$, on her set of sincere strategies $\mathcal{F}_i \subset S$. Such a subset of strategies has a simple characterization. For each Player $i$ let $\bar{v}_i = \max_{x \in X} u_i(x)$ and $\underline{v}_i = \min_{x \in X} u_i(x)$. To each utility value $v_i \in [\underline{v}_i, \bar{v}_i]$ we associate the sincere strategy $s_i(v_i) \equiv \{p \in \Delta : U_i(p) \geq v_i\}$.

We turn to characterizing the set of equilibria under partial honesty. Given a sincere strategy of a player, the other player’s best response is either consensual or non-consensual. Since every equilibrium is consensual, to show that a given strategy profile is an equilibrium we need to prove (1) that both players are playing their best consensual response, and that (2) they do not gain by deviating to a non-consensual response. We now study how the best consensual and non-consensual responses of a player behave as the opponent changes her strategy.

For each $v_j \in (\underline{v}_j, \bar{v}_j)$, we let $CU_i(v_j)$ denote Player $i$’s utility value from the best sincere consensual response to $s_j$. Instead of working with the analogous expression for Player $i$’s best sincere non-consensual response (that, as we argued before, might not exist) we let $NU_i(v_j)$ denote the utility value from the unique sincere strategy that maximizes $V_i(\cdot, v_j)$ (see Equation (3.1)). Recall that if the sincere strategy $s_i(v_i)$ maximizes $V_i(\cdot, v_j)$ and $s_i(v_i) \cap s_j(v_j) = \emptyset$ then $s_i(v_i)$ is the best response to $s_j(v_j)$ and, therefore, also the best non-consensual response to $s_j(v_j)$.

Note that $CU_i$ and $NU_i$ are continuous functions on $(\underline{v}_j, \bar{v}_j)$. Furthermore, $CU_i$ is nonincreasing in $v_j$ (because $s_j(v_j) < s_j(v'_j)$ whenever $v'_j > v_j$).

Proposition 4. In the game with partially honest players, for each Player $i$ there exists a unique $\eta^i \in (\underline{v}_j, \bar{v}_j)$ such that:

$$CU_i(v_j) \geq NU_i(v_j) \text{ if and only if } v_j \leq \eta^i.$$  

Proof. We already argued (proof of Lemma 4) that if $v_j \in (\underline{v}_j, \bar{v}_j)$ and the best response to $s_j(s_j)$ is consensual then $CU(v_j) \geq NU(v_j)$ and that if $v_j \in (\underline{v}_j, \bar{v}_j)$ and the best response to $s_j(v_j)$ is non-consensual then $NU(v_j) \geq CU(v_j)$. If $v_j$ is close enough to $\underline{v}_j$ then Player $i$’s best response to $s_j(v_j)$ is consensual because she can obtain a payoff close to $\bar{v}_i$ by playing a consensual best response while she can only get a payoff close to $U_i(\Delta)$ by playing a non-consensual response. In turn, if $v_j$ is close enough to $\bar{v}_j$ then Player $i$’s best response to $s_j(v_j)$ is non-consensual because Player $i$ can obtain a utility close to $\bar{v}_i$ by playing a non-consensual strategy (in a similar vein as in Example 3) whereas she can only get, at most, a utility close to her second most preferred alternative if
she plays a consensual best response (due to Assumption 1). The continuity of \( \text{CU}_i \) and \( \text{NU}_i \) as functions of \( v_j \) implies the existence of some \( \eta^i \in (\underline{v}_j, \bar{v}_j) \) for which \( \text{CU}_i(\eta^i) = \text{NU}_i(\eta^i) \).

To prove uniqueness, suppose that \( \text{CU}_i(v_j) = \text{NU}_i(v_j) \) for some \( v_j > \eta^i \). Since \( s_j(v_j) \subset s_j(\eta^i) \) and \( s_j(\eta^i) \setminus s_j(v_j) \) is a set with positive measure that only contains lotteries that give Player \( i \) utility less than \( \eta^i \) we have \( \text{NU}_i(v_j) > \text{CU}_i(\eta^i) \). Moreover \( \text{CU}_i \) is nonincreasing on \( v_j \) so that \( \text{CU}_i(\eta^i) \geq \text{CU}_i(v_j) \). Hence, for any \( v_j > \eta^i \), we have \( \text{NU}_i(v_j) > \text{CU}_i(v_j) \). □

We can now complete the full characterization of the set of equilibria in the bargaining game when players are partially honest.

**Proposition 5.** In the game with partially honest players, let \( (v_1, v_2) \) be a utility profile derived from some Pareto efficient lottery. The profile \( (s_1(v_1), s_2(v_2)) \) is an equilibrium payoff if and only if \( v_j \leq \eta^i \) for both \( i = 1, 2 \).

**Proof.** Let \( p \in \Delta \) be Pareto efficient and let \( v_i = U_i(p) \) for \( i = 1, 2 \). Consider the strategy profile \( (s_1(v_1), s_2(v_2)) \). We have \( p \in s_1(v_1) \cap s_2(v_2) \) and, because \( p \) is Pareto efficient, such an intersection has an empty interior. Thus, no player has an incentive to deviate to a different consensual strategy. Furthermore, since \( v_1 \leq \eta^2 \) and \( v_2 \leq \eta^1 \), the previous proposition implies that no player has an incentive to deviate to a non-consensual strategy.

On the other hand, let \( (v_1, v_2) \) be an equilibrium payoff. From Lemma 3 we know that players are playing \( (s_1(v_1), s_2(v_2)) \) which, by Theorem 4, is a consensual strategy profile. Because players do not have an incentive to deviate to a non-consensual strategy we have \( v_1 \leq \eta^2 \) and \( v_2 \leq \eta^1 \). □

Thus, the set of equilibria is homeomorphic to a closed interval. The previous result can be used to compute the set of Nash equilibria for any given utility profile. We do so in the next example.

**Example 5.** Consider a bargaining situation with set of alternatives \( X = \{x_1, x_2, x_3\} \). Players 1 and 2 have Bernoulli utility functions \( u_1 = (10, u, 0) \) and \( u_2 = (0, v, 10) \). If \( u + v = 10 \) then there is a unique equilibrium outcome \( b(\Delta) \) (Corollary 3).

Otherwise, the game does not have a unique equilibrium outcome. We consider the family of games where \( u = v \). For each of these games, Proposition 4 gives the maximum equilibrium utilities for Player \( i \) (hence, it also gives the minimum equilibrium utility for Player \( j \)). For instance, if \( u = v = 1 \), then there is a continuum of equilibrium outcomes in which Player 1 obtains some utility value \( \hat{u} \in [8.91334, 9.77993] \) and Player 2 obtains utility \( \frac{90 - \hat{u}}{9} \).

The next table depicts the interval for the equilibrium payoffs for player 1 for any given \( u = v \in \{1, \ldots, 10\} \).
TABLE 1. Maximum and minimum equilibrium payoffs of $\Phi$ for utility profiles $u_1 = (10, u, 0)$ and $u_2 = (0, v, 10)$ when players are partially honest. Values are rounded up to two decimal places.

<table>
<thead>
<tr>
<th>$u = v$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_1$</td>
<td>8.91</td>
<td>8.26</td>
<td>7.01</td>
<td>5.35</td>
<td>5</td>
<td>6.00</td>
<td>6.71</td>
<td>7.64</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>$\bar{u}_1$</td>
<td>9.78</td>
<td>9.25</td>
<td>8.35</td>
<td>6.98</td>
<td>5</td>
<td>6.38</td>
<td>7.43</td>
<td>8.32</td>
<td>9.15</td>
<td>10</td>
</tr>
</tbody>
</table>

In any such situation, if Player 1 obtains payoff $\hat{u}$ then Player 2 obtains payoff $p(\hat{u})$ with:

$$p(\hat{u}) = \begin{cases} 
100 - (10 + \hat{u})u & \text{if } u \leq 5, \\
\frac{10u - \hat{u}u}{10 - u} & \text{if } u > 5.
\end{cases}$$

7. Conclusion

This paper develops an intuitive mechanism to reach agreements between two players. Among the several appealing features, we have shown that the game admits a pure strategy equilibrium for every utility profile and that agreement occurs in every equilibrium.

Can the current mechanism be extended to many players? The answer to this question seems far from obvious. Remark that the setting with two players exhibits an attractive feature: players either agree on some common lottery or they do not. This duality is lost if one considers multiplayer settings. The main problem seems to be how to handle the pairwise intersection of the approved sets (i.e. when some but not all players agree on some set of lotteries). While one might think of several possible extensions, none of them seems to conveniently keep the properties of the Approval Bargaining game.

Appendix A. Equilibrium existence

The proof of existence of equilibrium builds a sequence of finite games that suitably approximate our game $\Phi$. Each game in this sequence is an Approval voting game with two players. This class of games is analyzed by Núñez and Laslier (2014). Each player selects a subset of the finite set alternatives that she approves. If the intersection of these two subsets is non-empty then the outcome is determined by a uniform lottery over the intersection. If the intersection of the two subsets is empty then the outcome is decided by the uniform lottery over the union. We need the following properties proved in Núñez and Laslier (2014).

(a) Every two-player approval voting game has an equilibrium in sincere strategies. That is, an equilibrium where if a player approves some
alternative then she also approves every alternative that she prefers to it.

(β) If an equilibrium outcome is non-consensual then each player approves every alternative that she prefers to the equilibrium outcome.

(γ) In every sincere equilibrium, each player only approves alternatives that she prefers to the equilibrium outcome.

As we construct the sequence of finite two-player approval games we also construct a sequence of measures to approximate outcomes in \( \Phi \) with sequences of outcomes of the approval games.

We embed the \((K-1)\)-dimensional simplex \( \Delta \) in \( \mathbb{R}^{K-1} \) and consider the smallest hypercube \( I \subset \mathbb{R}^{K-1} \) containing \( \Delta \). We construct a sequence of probability measures \( \{\lambda^t\} \) on \( I \) iteratively. We first set \( I^0 \equiv I \) and let \( c \) be the barycenter of \( I^0 \) and \( C^0 \equiv \{c\} \). The probability measure \( \lambda^0 \) gives probability 1 to \( c \in I^0 \). For each \( t > 0 \), let \( I^t \) be the collection of hypercubes that one obtains by dividing each hypercube in \( I^{t-1} \) into \( 2^{K-1} \) equally sized hypercubes. Each one of the \( 2^{K-1} \) hypercubes \( h \in I^t \) has a barycenter \( c(h) \). Let \( C^t \equiv \{c(h) : h \in I^t\} \). The probability measure \( \lambda^t \) gives probability \( 1/#C^t \) to each \( c(h) \) such that \( h \in I^t \). Furthermore, the game \( \Gamma^t \) is defined as the approval voting game with 2-players with set of alternatives \( X^t \equiv C^t \cap \Delta \). Player’s utilities over elements in \( X^t \) are computed by extending linearly their Bernoulli utility function over the original set of alternatives \( X \).

The next lemma will be used to approximate outcomes in the game \( \Phi \) with a sequence of outcomes of the finite approval games constructed above. The proof consists of showing that the sequence of probability measures \( \{\lambda^t\} \) converges weakly to the uniform measure \( \lambda(\cdot)/\lambda(I) \) over the hypercube \( I \). There are several equivalent definitions of weak convergence but for our purposes we only need two.\(^{10}\) Given the hypercube \( I \) (with its Borel \( \sigma \)-algebra) the bounded sequence of positive finite measures \( \{\lambda^t\} \) on \( I \) converges weakly to the uniform measure \( \lambda(\cdot)/\lambda(I) \) if any of the following equivalent conditions is true:

- \( \lim_{t \to \infty} \lambda^t(E) = \lambda(E)/\lambda(I) \) for every set \( E \) whose boundary \( \partial E \) satisfies \( \lambda(\partial E) = 0 \).
- \( \lim_{t \to \infty} \int f \, d\lambda^t = \frac{1}{\lambda(I)} \int f \, d\lambda \) every bounded and uniformly continuous function \( f \).

**Lemma 5.** Let \( E \subset \Delta \) satisfy \( \lambda(E) > 0 \) and \( \lambda(\partial E) = 0 \), and define \( E^t \equiv X^t \cap E \). Then

\[
\lim_{t \to \infty} \frac{\sum_{e \in E^t} e}{\#E^t} = \frac{\int_E p \, d\lambda}{\lambda(E)}.
\]

**Proof:** As we announced previously, we actually prove that the sequence of probability measures \( \{\lambda^t\} \) converges weakly to the uniform measure \( \lambda(\cdot)/\lambda(I) \)

\(^{10}\) See Theorem 25.8 in Billingsley (1986) for equivalent definitions of weak convergence.
over \( I \). A consequence is that conditional probabilities induced by members of \((\lambda^t)\) on subsets \( E \subset I \) whose boundary has zero Lebesgue measure also converge to the corresponding uniform probability measures over those subsets (and, hence, also their means).

Take some hypercube \( h \in I^t \) and note that, if \( c(h) \) is its barycenter, \( \lambda^t(c(h)) = 1/\#C^t = \lambda(h)/\lambda(I) \). That is, the probability of \( c(h) \) coincides with the volume of \( h \) normalized by the volume of \( I \). For any bounded, uniformly continuous function \( f : I \to \mathbb{R} \),

\[
\int_I f d\lambda^t = \frac{1}{\lambda(I)} \sum_{h \in I^t} f(c(h))\lambda(h) = \lim_{t \to \infty} \frac{1}{\lambda(I)} \int_I f d\lambda,
\]

which means that \((\lambda^t)\) converges weakly to the measure \( \lambda(\cdot)/\lambda(I) \).

Now we can finally prove:

**Theorem 2.** Every game \( \Phi \) has an equilibrium in sincere strategies.

*Proof.* Given property \((a)\) we can take a sequence \(((s^t_1, s^t_2))_{t=1}^{\infty}\) of pairs of finite subsets of \( \Delta \) such that \((s^t_1, s^t_2)\) is a sincere equilibrium of \( \Gamma^t \) for every \( t \). For \( i = 1, 2 \) and for every \( t \) define \( v^t_i = \min_{p \in s^t_i} U_i(p) \). The utility to Player \( i \) from every lottery in \( s^t_i \) is at least \( v^t_i \). The sequence \(((v^t_1, v^t_2))_{t=1}^{\infty}\) is contained in a compact set, therefore, it has a subsequence that converges to some \((v^*_1, v^*_2)\).

For each \( i = 1, 2 \) define the sincere strategy \( s^*_i = \{ p \in \Delta : U_i(p) \geq v^*_i \} \). We claim that \((s^*_1, s^*_2)\) is an equilibrium of \( \Phi \). We proceed in three steps.

**Step 1:** \((s^*_1, s^*_2)\) induces a consensual outcome.

We prove this step by contradiction. Suppose that \( s^*_1 \cap s^*_2 = \emptyset \). Since \( \lim(v^t_1, v^t_2) = (v^*_1, v^*_2) \) continuity of the utility functions on \( \Delta \) implies that, passing to a subsequence if necessary, for every \( t \) high enough we also have \( s^t_1 \cap s^t_2 = \emptyset \). Because \((s^t_1, s^t_2)\) is a non-consensual equilibrium of \( \Gamma^t \), Property \((b)\) above implies that the strategy \( s^t_i \) contains every lottery that Player \( i \) prefers to \( b(s^t_1 \cup b^t_2) \). For \( i = 1, 2 \), let \( q^t_i = \arg \min_{p_i \in s^t_i} \| p^t_i, b(s^t_1 \cup s^t_2) \| \) be the lottery approved by Player \( i \) in the strategy \( s^t_i \) that is closest to the outcome \( b(s^t_1 \cup b^t_2) \). Clearly, for \( i = 1, 2 \), the sequence \( \| q^t_i, b(s^t_1 \cup s^t_2) \|_{t=1}^{\infty} \) converges to zero. The triangular inequality implies that the sequence \( \| q^t_1, q^t_2 \|_{t=0}^{\infty} \) also converges to zero. This contradicts \( s^*_1 \cap s^*_2 = \emptyset \) proving that \((s^*_1, s^*_2)\) induces a consensual outcome.

**Step 2:** \((s^*_1, s^*_2)\) generates expected payoffs \((v^*_1, v^*_2)\).

To the contrary and without loss of generality, assume that Player 1 gets a payoff strictly higher than \( v^*_1 \) under the strategy profile \((s^*_1, s^*_2)\) so that \( U_1(s^*_1 \cap s^*_2) > v^*_1 \). There must be a \( \hat{p} \in s^*_2 \) such that \( U_1(\hat{p}) > v^*_1 \). Such an inequality also holds for every point in some closed neighborhood \( P \) of \( \hat{p} \). Thus, for \( t \) high enough, we can choose a \( \hat{p}^t \in S^t \cap P \) such that \( U_1(\hat{p}^t) > v^*_1 \) and \( \hat{p}^t \in \text{int}(s^*_2) \) (i.e. \( U_2(\hat{p}^t) > v^*_2 \)). This means that \( \hat{p}^t \in s^*_2 \) for sufficiently high \( t \). Therefore,
REACHING CONSENSUS THROUGH SIMULTANEOUS BARGAINING

\[ U_1(s_1^t \otimes s_2^t) \geq U_1(\hat{\rho}^t) \] for any sincere equilibrium \((s_1^t, s_2^t)\) of \(\Gamma^t\). But then, also for every sufficiently high \(t\),

\[ v_1^t \geq U_1(s_1^t \otimes s_2^t) \geq U_1(\hat{\rho}^t) > v_1^*, \] where the first inequality follows from (γ). But this is impossible because \(v_1^*\) is the limit point of the sequence \(\{v_1^t\}_{t=1}^\infty\). This provides a contradiction so we can conclude that \((s_1^*, s_2^*)\) generates expected payoffs \((v_1^*, v_2^*)\).

Step 3: \((s_1^*, s_2^*)\) is an equilibrium.

Suppose again by contradiction that \((s_1^*, s_2^*)\) is not an equilibrium of \(\Phi\). Without loss of generality, let there be an \(\hat{s}_1\) such that \(U_1(\hat{s}_1 \otimes s_2^*) > v_1^*\). The fact that \((s_1^*, s_2^*)\) induces the consensual outcome \(b(s_1^* \otimes s_2^*)\) that generates the vector of utility levels \((v_1^*, v_2^*)\), implies that Player 1’s deviation to \(\hat{s}_1\) induces a non-consensual outcome \(b(\hat{s}_1 \cup s_2^*)\). For each \(t\), consider the strategy \(\hat{s}_1^t\) that approves every lottery available in \(\Gamma^t\) that belongs to \(\hat{s}_1\). By construction, the outcome \(b(\hat{s}_1^t \otimes s_2^t)\) is non-consensual and Lemma 5 guarantees that \(\lim b(\hat{s}_1^t \cup s_2^t) = b(\hat{s}_1 \cup s_2^*)\). Hence, for every \(t\) high enough and some \(\varepsilon > 0\) we obtain

\[ U_1(\hat{s}_1^t \cup s_2^t) > v_1^* + \varepsilon. \]

Since each member of the sequence \(\{(s_1^t, s_2^t)\}_{t=0}^\infty\) is an equilibrium of the corresponding game \(\Gamma^t\), property (γ) implies that \(U_1(s_1^t \cup s_2^t) \leq v_1^t\) for every \(t\). It follows that \(\lim U_1(s_1^t \cup s_2^t) \leq v_1^*\) and, for every \(t\) high enough, \(U_1(s_1^t \cup s_2^t) \leq v_1^* + \varepsilon\).

But this last inequality combined with (A.2) implies that \((s_1^*, s_2^*)\) is not an equilibrium of \(\Gamma^t\). This is a contradiction so \((s_1^*, s_2^*)\) must be an equilibrium of \(\Phi\).

\[ \square \]
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